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This research introduces SpectrumNET-Full, an advanced transformer-based model specifically designed to detect cyberbullying

Results

“m
hierarchical attention mechanisms and dynamic contextual fusion to capture both immediate and historical context for more accurate

detection of subtle, nuanced forms of online harassment. Non-Bullying 0.954 0.980 0.953 0.964

targeting the LGBTQ+ community in social media texts. Building upon the SpectrumNET-Base model, SpectrumNET-Full incorporates
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Training Hyperparameters

Learning Rate (LR): T X 10—5
Batch Size: 8
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SpecturmNET: F1 Score Per Epoch

Hierarchical Attention for LGBTQ+ Cyberbullying Detection GRU-based Context Encoding for Historical Comments Number of Epochs: 50 Limitations & Future Work
Loss Function: Focal Loss (y = 2, a = [1.0, 2.0, 1.0])
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Comment GRU Sequenti . Maximum Sequence Length: 512 tokens affect the generalizability of the results.
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ey [T clen [ celien R cel or employ a sliding window strategy. This limitation can result in the loss of important

Why | do | you |[people” | always | have | to - your - in || everyone's

. f . it - : Attention Weight: L] l
Low ngh | ho | | h, | | h, | | hs | hprev

| References

Encoded Historical Context

contextual cues, thereby affecting the accuracy of bullying detection.
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Note: Each GRU cell processes the comment sequentially,
passing its hidden state to the next cell
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model may incorrectly label the overall context as bullying due to the influence of earlier,

more aggressive inputs.
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scalability and affect real-time performance, especially when processing large volumes of
data.

Scoring

Attention-based Weightingl Attention

a= aq = 0.2 ‘ d; = 0.6

az = 0.2 0.0

FL(p) = -a(1-p) log(p) where y is the focusing parameter
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