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Abstract
This research introduces SpectrumNET-Full, an advanced transformer-based model specifically designed to detect cyberbullying 
targeting the LGBTQ+ community in social media texts. Building upon the SpectrumNET-Base model, SpectrumNET-Full incorporates 
hierarchical attention mechanisms and dynamic contextual fusion to capture both immediate and historical context for more accurate 
detection of subtle, nuanced forms of online harassment.

 

Methods

Results

Limitations & Future Work
• The underrepresentation of LGBTQ+ bullying instances in the dataset poses challenges. 

Although techniques like weighted sampling were used, the inherent imbalance may still 
affect the generalizability of the results.

• RoBERTa restricts the input sequence to a maximum of 512 tokens. When attempting to 
include previous comments along with the post and current comment, we must either truncate 
or employ a sliding window strategy. This limitation can result in the loss of important 
contextual cues, thereby affecting the accuracy of bullying detection.

• Adding multiple comments is inherently challenging. For example, if Comment 1 is correctly 
classified as bullying while Comment 2 is non-bullying and Comment 3 is also non-bullying, 
the fusion process might inadvertently aggregate these conflicting signals. As a result, the 
model may incorrectly label the overall context as bullying due to the influence of earlier, 
more aggressive inputs.

• The use of a GRU for encoding previous comments assumes a linear progression of context. 
However, online conversations often exhibit branching or non-linear dynamics. This linear 
encoding may oversimplify complex conversation structures, leading to a less precise 
representation of the historical context.

• The additional modules for hierarchical attention and dynamic contextual fusion introduce 
extra computational overhead and potential training instability. Such complexity might hinder 
scalability and affect real-time performance, especially when processing large volumes of 
data.
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Dataset
Statistics Value

Total Comments 106,618

Cyberbullying Comments 11,266

LGBTQ+-targeted Comments 1,013
Max Length of Comments 410

Max Length of Cyberbullying Comments 353

Max Length of LGBTQ+-targeted Comments 182

Max Length of Posts 267

Training Hyperparameters
• Learning Rate (LR): 1 × 10−5
• Batch Size: 8
• Number of Epochs: 50
• Loss Function: Focal Loss (γ = 2, α = [1.0, 2.0, 1.0])
• Total Training Steps: (num batches per epoch) × 50
• RoBERTa Freeze Policy: Fully frozen
• Maximum Sequence Length: 512 tokens
• Hidden Dimension: 768
• Dropout Rates Feature Fusion: 0.2, Classifier: 0.3
• Weighted Sampling: Yes (inverse class frequency)

Class Accuracy Precision Recall F1 AUROC

Non-Bullying 0.954 0.980 0.953 0.964

0.953LGBTQ+ Bullying 0.807 0.717 0.807 0.747

Non-LGBTQ+ 
Bullying

0.794 0.678 0.795 0.724

SpecturmNET: F1 Score Per Epoch
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