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2== INTRODUCTION 2= QUANTITATIVE RESULTS 2s= QUALITATIVE RESULTS
) . . . . . . * YouTube was the platform most regularly-used within the sample (86.3% of respondents), followed by How have you seen online toxicity towards the LGBTQ+ community within
As social media usage continues to Increase in popularity, so do Instagram (73.5% of respondents), TikTok (66.3% of respondents), Twitter (64.3% of respondents), and LGBTQ+ spaces dealt with?

Instances of cyberbullying (kennedy, 2019; Chen et al., 2022). Reddit (61.8% of respondents)

 Atotal of n = 160 participants provided open-ended responses to this question

* Individuals who identity as LGBTQ+ experience | N » Among regular users of the respective platforms, Twitter, TikTok, Reddit, and Facebook were perceived as + 5 coders reviewed a subset of responses to develop an initial list of themes
disproportionately high levels of cyberbullying and online toxicity containing the highest levels of general toxicity.
compared to individuals who do not identify as a gender or sexual  Each response was then independently coded by 2 research team members, with
MINOrItY (Vaillancourt et al., 2021; Morales-Arjona, 2022). » Facebook, Twitter, and Reddit were rated as containing the the highest levels of toxicity directed specifically discrepancies resolved by a 3rd team member
at LGBTQ+ Individuals. Sentifiod Th
: : * ldentified Themes:
« LGBTQ+ youth and adults face increased risk for mental health S— e TS entifie e

oo ([ e e B T o oy 20 = ey 0| | ot Absence of Issue
| Complete Lack of Response (Toxicity occurs but is not handled at all.)
Platform Response (e.g., users are reported and banned; posts are deleted by moderators; rules are
created/enforced and communicated by moderators)
Non-Interactive/Non-Confrontational Victim Response (e.g., victim of toxicity deletes message

concerns, including suicidality (ormiston & Williams, 2021; Ploderl & Tremblay,

2015). o
» Research that seeks to identify and mitigate online toxicity M _._LLlJ_l

Percent of Reports

Percent of Reports

C e . ) N I - ¥ pipotedtevelofTodiey © © C © and/or blocks toxic user, but does not interact with others in doing so)
towam_' LGB_TQ+ _md'V'duaIS Is thus timely, critical, and B Positive Response #1: Education (Victim/bystanders adopt positive approach by seeking to
pote ntial Iy ||feSaV|ng. — T e e oo T O T educate toxic users/others.)
e | ] ] N Positive Response #2: Community Support (Community bands together to support victim;

Individuals express support for victim)
B Negative Response #1: Attack Perpetrators (Victim/Bystanders’ responses have a negative

3= CURRENT STUDY <~
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P valence; e.g., “calling out” or canceling/ostracizing toxic user, attacking toxic user,
_ e T T doxing/seeking to impact toxic user’s personal life)
Reported Level of Toxicity . . . .- . - . . - -
. The aim of this study is to gain insight into platform-based S T R R A EY SO SOy S B Toxicity Toward Gender Minorities (Toxicity specifically targeting trans, non-binary, etc.

: : . . : users.)
differences ar!d mo re- nuanced aspects of online toxicity targeting | | _ _ o Other (A response that doesn’t fit into one of the themes above but could be beneficial to
LGBTQ+ social media users.  Proportionally, Instagram, Twitter, YouTube, and TikTok were perceived as containing more LGBTQ+- investigate further.)

specific toxicity than toxicity, in general.

* The study presents mixed methods findings from a sample of G RNy of Themes

Toxicity Reported on "Youtube™ by Regular Users Toxics “Youtube”
35 1 35 + )
- - Toxicity towards LGBTQ+ (342) Toxicity towards LGBTQ+ (387)
+ young adults wnho use soclal media . -
n - e
Toxicity Reported on Regular Users .

Toxicity Reported on “Instagram”

Absence of Issue

* These findings incorporate quantitative self-report survey data with
qualitative content analysis of open-ended responses.

Percent of Reports

Lack of Response

m Platform Response

Percent of Reports

Reported Level 01; Toxiéity |

m Non-Interactive/Non-Confrontational

T ‘ 5 ’ Retporte?d Levelcof 'l:'OXiCi:ty i ’ ’ ) ’ 7 ———————— Vlctlm Response
: METHOD ol LGBT+ Social Media m Positive Response |I: Education
- Positive Response I1: Support
(PI\? rEICIAr%%ntZ :Ollj\;]g—adZUZItZZm gE)e L_JSl 9b7e)twvsf61r(; t?eelfaigde:nf[)i?iig-zai * The exclusion of transgender individuals, deliberate INEEEREER = Negative Response
N  age. ST - misuse of preferred pronouns, and homophobia based EELEEFLERLIL L - | Gerder Minorit
e BTQ+ N ) : k| m Toxicity Toward Gender Minorities
on religious beliefs were the most common forms of A EERRERERARER
Bthnicity Gender Identity LGBTQ-specific toxicity reported ! JCHE:
Latinx/Hispanic 67 (16.8%) Cisgender womsan 213 (504) Q-sp y Tep ' S & FF T ST E S
Non-Latinx/non-Hispanic 331 (82.8%) Cisgender man 88 (22.0%) g“’&}"&:@&é @1&@;@@ &00(‘(& ¢oo@°%®¢°@ y@
Raca Transgender woman 18 (4.5%) &;\\& %0@* <\\\s<‘° ‘*’b@é‘ ¢>"‘\°® é‘e@@o&’ _ - _ _ _ - Yy
_ _ Transgender man 27 (6.8%) & C & ¥ & *Content analysis of four additional open-ended responses to questions about mechanisms for reducing online toxicity is in progress.
White or European Americ 249 (62.3%) , | s &
. _ Non-binary 68 (17.0%) ki
Black or African American 54 (13.5%)
_ i _ | Prefer not to say 1 (0.3%)
Hispanic or Latinx 45 (11.3%) Other 10 (2.5%)
American Indian or Alaska 4 (1.0%) Sexual Orientati Study References & LGBTQ+ Resources
ASian or ASian American 27 (68%) o e Le?l:ianfGay R (220%) Of the following social media platforms, how much general toxicity would you say exists : CONCLUSI ONS e emm
Multiracial 21 (5.3%) Bisexual 236 (59.0%) (1 is not toxic at all and 7 is very toxic) E ?;:g;é::.:?i E
Questioning 20 (5.0%) | - S A A oy P el o
ieteroslexual 41;((13655/;)) General Social Media Use 0 0 0 0 0 0 0 © * The present study sheds light on the social media experiences of i
sexua 0% Redit . - . . ] ey L e
Prefer not to say 1 (0.3%) fouTibe - - - T LGBTQ+ individuals as well as potential recommendations for [m] s
her A0 o ¢ o @ 6 © o © © Improving these experiences for members of these marginalized
o - Pe rce ptions Of 3(’)(:L;[hsea:,o!zi\:;2§ social media platforms, how much toxicity to the LGBTQ+ community would Communltles'
* Measures: PartICIpantS Completed an ad-hOC Onllne Survey through GeneraI/LG BTQ+ SpeCific When using .social media, how often are you in or searching for LGBTQ+ specific spaces and .. . .. .
Prolific that included Likert-type and open response items Toxici e  Strengths: Sufﬁmen?ly large sample (N = 400),_recrU|tment of participants fro_m an online
255eSSiNG: oxicity O survey platform that is more demographically diverse than undergraduate participant pools,
_ g. _ _ et and a sample comprised exclusively of individuals who identify as a gender or sexual
 their social media use O Amostatvys minority.
 perceptions of general toxicity on different platforms How have you seen onine toxcty towards the LGETQ# commnty within LGETQ# spaces - Limitations: Overall lack of diversity with respect to nationality (all U.S. participants) and
 perceptions of toxicity directed toward LGBTQ+ individuals on Toxicity Reduction Beliefs — | ethnic and racial identity (e.g., 62.3% of the sample identified as White or European
diﬁerent platforms How have you seen online toxicity towards the LGBTQ+ community outside of LGBTQ+ Amerlcan) Further’ 758% Of the Sample Identlfled as Clsgender’ Wlth Only 113% Of
: : .. : Apsessses e respondents identifying as Transgender and 17% as Nonbinary.
 Deliefs about measures to reduce such online toxicity on social | |
media
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