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• Cyberbullying has harmful effects on 
users and is increasing on social 
networking sites, with messages 
spreading rapidly

• Cyberbullying systems are vulnerable to 
adversarial attacks, such as TextFooler

• We evaluated the robustness of  
cyberbullying detection models on 
traditional machine learning (ML) and 
newer LLM approaches

• Used real-world datasets from Instagram, 
Twitter, and Vine

• Adversarial attacks are found to 
significantly reduce the accuracy of  
detection models

• Future work would expand on 
adversarial training to improve 
robustness
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Background & Framework

Results 

• Cyberbullying Detection Models
• Support Vector Machines (SVM)
• Random Forest (RF)
• K-Nearest Neighbors (KNN)
• Naïve Bayes (NB)
• XGBoost
• Long Short Term Memory (LSTM)
• Bi-directional Long Short Term Memory (Bi-LSTM)
• Bi-directional Gated Recurrent Unit (Bi-GRU)
• Gated Recurrent Unit (GRU)
• Bidirectional Encoder Representations from 

Transformers (BERT)
• a fine-tuned version of  BERT for cyberbullying 

detection (CyberBERT)

Data Representation Methods
• Term Frequency-Inverse Document Frequency (TF-IDF)

• Character-level
• Word-level n-grams (1-3 n-grams)

• Pre-trained word embeddings like Word2Vec
• Pretrained language models (BERT)

Baseline Performance of Cyberbullying Detection Models:

Character-level Attacks
• Homoglyph substitutions (e.g., “S” -> “$”)
• Evades traditional token-based defenses

1. Greedy word swaps with weighted saliency scores
• Measures individual contribution to the model’s prediction 

and its interactions with surrounding words

2. Greedy homoglyph substitution
• Generate similar glyphs for words with high saliency
• Test each substitution by evaluating model predictions
• Accept changes that flip prediction or maximally reduce 

confidence
• Apply greedy selection for optimal character replacements

3. Iterate through Important Words
• Process words in order of  saliency score
• Preserves changes that reduce model confidence
• Continues until prediction flips or all key words are tested

Word-level Attacks
• Aims to generate adversarial examples that change the 

model’s predictions while maintaining the original context 
and meaning

1. Compute Importance Scores
• Measured by how the model’s prediction probability 

changes when each word is removed or masked

2. Iterative Substitution
• Finds semantically similar synonyms using pre-trained 

word embeddings (e.g., Word2Vec GloVe) for each word 
starting with the most important one

3. Proceed to Next Important Word
• Algorithm maintains substitution that reduce prediction 

probability until either the model’s prediction changes or all 
important words have been processed
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